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1 Introduction

CommVault Simpana 9® is an Enterprise Data Protection, Archiving and Content indexing software
solution that works with a wide selection of disk storage devices, physical tape libraries and even
Cloud services. The latest edition (V 9.0) also supports client-side deduplication as a licensable
feature.

This implementation guide focuses on the usage model where CommVault deduplication on the
media server or Client is disabled and the deduplication is performed entirely on the D2D NAS
device using the HP StoreOnce deduplication engine. This approach is known as target-based
deduplication.

The objective of this Implementation Guide is:

» To provide step by step instructions on configuring a D2D NAS CIFS device on CommVault
Simpana 9.0

e To describe the CommVault Simpana 9.0 Disk Library configuration options and identity what
settings to use with HP D2D NAS CIFS shares.

e To describe how to implement a full end—to—end recovery solution from a target D2D device
with D2D NAS CIFS shares using CommVault Simpana 9.0 in two common scenarios.

Configuration Setup

For CommVault terminology used in this document please refer to Appendix A.

This guide assumes a basic working knowledge of CommVault Simpana 9.0 and that it has been
installed correctly by loading the appropriate Media Agents and licences.

Figure 1 Configuration overview
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2 Contigure the D2D CIFS server

The first step in configuring the D2D device as a target for backups from CommVault Simpana 9.0
is to configure the CIFS server on the D2D Backup System

On the D2D Web Management Interface navigate to the NAS — CIFS Server page and select Edit.

[ D2D Backup System

Home  Virtual Tape Devices m.£Wﬁgu['aqﬂh Status  Replication  Administration

d2d-mxg011096w 0 192.168.0.110 2 Status

BT cisserver HFS Server
CIFS Server

Authentication [ep =]
Domain mydomain locsl

The available Authentication options for the CIFS server are:

e None - All shares created are accessible to any user from any client (this is the least secure
option)

o User - Local (D2D) User account authentication

e AD - Active Directory User account authentication

More about authentication modes

None: This authentication mode requires no username or password authentication and is the
simplest configuration. CommVault will always be able to use shares configured in this mode with
no changes to either server or CommVault configuration. However, this mode provides no data
security because anyone can access the shares and add or delete data.

User: In this mode it is possible to create “local D2D users” from the D2D Web Management
Interface. This mode requires the configuration of a respective local user on the CommVault media
server and configuration changes to the CommVault services. Individual users can then be assigned
access to individual shares on the D2D Backup System. This authentication mode is ONLY
recommended when the CommVault media server is not a member of an AD Domain.

AD: In this mode the D2D CIFS server becomes a member of an Active Directory Domain. In order
to join an AD domain the user needs to provide credentials of a user who has permission to add
computers and users to the AD domain. After joining an AD Domain access to each share is
controlled by Domain Management tools and domain users or groups can be given access to
individual shares on the D2D Backup System. This is the recommended authentication mode, if the
CommVault Media server is a member of an AD domain.

Configuring AD Authentication Mode
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These are the steps required in order to configure backups in AD authentication mode:
e Join the D2D CIFS server to the AD Domain and configure DNS.

o Create or specify a user to be used for backups.

o Apply user permissions to D2D shares.

o Configure CommVault to use the correct Domain account.

Configure the D2D CIFS server



To join a domain

1.

2.

Connect to the D2D Web Management Interface, navigate to the NAS — CIFS Server page,
click Edit and choose AD from the drop-down menu. Provide the name of the domain that you
wish to join, e.g “mydomain.local”

A D2D Backup System

Home Virtual Tape Devices m - Configuration Status Replication Administration

c2a-mxg01 1096w 0 192.165.0.110 O Status

CIFS Server

Authentication 2o =]
Domain Imyduma\n.local

Click Update. If the domain controller is found, a pop-up box will request credentials of a user
with permission to join the domain. (Note that joining or leaving the domain will result in
failure of any backup or restore operations that are currently running.) Provide credentials
(username and password) of a domain user that has permission to add computers to the
domain and click Register.

Actove Dunectony Regrlration

st o i e s
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After joining the domain, the DNS server should be automatically updated (if a DHCP server
is used) with Forward and Reverse Lookup zone entries, however, some DNS configurations
do not allow this. In this case, or if a DHCP is not used on the network, the user must also

configure the domain’s DNS server to be able to correctly manage the D2D shares, as
described in the next section.

To configure entries manually if the DNS server does not update automatically

From a Windows client server that has domain and DNS management tools installed launch

the DNS Management Tool. (From the command line type dnsmgmt . msc or launch DNS
from the Administrative Tools menu).

Create a new Host(A) record in the forward lookup zone for the domain to which the D2D
Backup System belongs with the hostname and IP address of the D2D Backup System.

_;_ dnsmgmt - [DNS,EDGWARE" Forward Lookup Zones'mydomain.docal]

,31 File Action Miew Window Help |_|_|- -] |
&= AW XEFRR | 2M 3 A=
,4?1., DS mydomain.local
=1 ] EDGwaRE S = =

-0 Forward Lookup Zones -ﬁe m pe s
E‘ _msdcs, mydomain, local D—ms £S,
¢ =g mydomainlocal R e Host 2] x|
: n by
i msdcs =4 Mame {uses parent domain name if blank):

Bl Ik @ udp = s

_sites Ll

& v (Apomainn | dzd-maDi1096m

B udp CForeseor Fully qualified domai FQDM

{1 pomainDnszones (sare ag Rt LE L EE R none LEQDH): wedomain.la,.,
: [ ForestDnszones (same as I d2d-mxqu11096w, mydomain. acal ain.local.
{0 Reverse Lookup Zanes {same as
(5] Evert vigwer 2] (same a¢ IP addres::

] edgware 192 168 .0 10
heathroy ¥ Create associated pointar (PTR) record
[ allaw any authenticated user to update DS records with the
SaMe OWNer Name
Add Host Cancel |

Also create a Pointer(PTR) in the reverse lookup zone for the domain for the D2D Backup
System by providing the hostname and IP address.

=, dnsmgmt - [DNS\EDGWARE Reverse Lookup Zones'192.168.0.x Subnet] = =] B3
ﬁ‘ File Action Yiew Window Help | i =T |
c-|BE|FPE (R0 |BEE
AT 192.168.0.% Subnet )
=+ EpGwaRe 5 = =
£ Forward Lookup Zones ol EE, Eil
i _ msdes.mydomain,local . (same as parent folder) Start of Autharity (SOa) [7], edaware.mydomain.loc. ..
E| ;ydomain.lucal (same as parent folder) Mame Server (M3} edgware, mydomain local.
- msdcs 192,168.0.1 Pointer (PTR) edgware, mydomain local,
: _shes MNew Resource Record [ 2 cliedomai...
_tep = icorp.net.
i D ,Udp 2l (PTR) | in local.
-1 pamainDnsZanes e
(- ForestDrsZanes
ED Reverse Lookup Zones 192 188 0 o
g 192.168.0.% Subnet - )
@ Event Viewsr Eully qualified domain name (FQDR):
| 110.0.168.192.in-addr. arpa
Hosk name:
| d2d-mxq011096w. mydomain. lacal
[ allow any authenticated user bo update all DS records with the same
name. This setting applies only to DNS records for a new name.,
OK Cancel |
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To create shares and grant access permission

Now that the D2D Backup System is part of a domain and can be managed, it is possible to create
shares and grant access permission to them for domain account users or groups.

1.

Create a share on the D2D Backup System that is going to be used as a backup target, by
selecting NAS — Shares from the D2D Web Management Interface and clicking Create.

Provide a share Name and Description, select the CIFS protocol and click Create.

A D2D Backup System

Home Virtual Tape Devices m Configuration Status Replication Administration

d2c-mxg011098w : 192.165.0.110

Shares CIFS Server m

) Status

o File shares created on the D20 Backup System are intended to be used as targets for backup applications. They should not be used as
general purpose storage or for drag-and-drop backups, doing so will result in lower deduplication efficiency and performance

| &% Mo Shares Configured

Mame

|D20_Backup_Share_1

Description IMy first backup share

Access Protocol CFS *

Wite: Pratection |
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Now that the D2D Backup System is a member of the domain its shares can be managed
from any computer on the domain by configuring a customized Microsoft Management Console
(MMC) with the Shared Folders snap-in. To do this first open a new MMC window by typing

mmc at the command prompt or from the Start Search box. This will launch a new empty MMC
window.

= Consolel - [Console Root] =l

E File | Action \iew Favorites Window Help | _|51|5l
—

¢ ===

| Console Root

Marne |

I Actions
There are no ikems to show in this view,
Mare Actions »

3. To this empty MMC window add the Shared Folders snap-in. Select File — Add/Remove

Snap-in ..., then select Shared Folders from the left-hand pane.

10 Configure the D2D CIFS server



7= Consolel - [Console Root]

& Fie

Action  Wiew Favorites  Window  Help

E=1E3
JRETES

@ $ | [ Add or Removye Snap-ins

| Comsole
extensible snap-ins, you can configure which extensions are enabled.

Available snap-ins: Selected snap-ins:

‘fou can select snap-ins For this console from those available on wour computer and configure the selected set of snap-ins. For

| Wendar |i| [ Console Raat

Microsoft Cor...

Snap-in
ﬁ_ Security Configurati. ..
jg, Security Templates

Microsoft Cor...

faServer Manager Micrasaft Cor...
ﬁ!Services Microsoft Cor,.,
S#lshare and Storage ... Microsoft Car..,

Shared Folde Microsoft Cor...

Add = |

2 Storage Explorer Microsoft Cor...
(E—}Task Scheduler Microsoft Cor...
%Telephony Microsaoft Cor...

ﬁ TPM Management Microsoft Cor...
ﬂ'Windows Firewall wit ...
@-Windows Server Bac..,

5 WMI Contral

Microsoft Cor...
Microsoft Cor...
Microsoft Cor...

Description:

Edit Extensions. .. |
Benove |

Move HE |
Moye Down |

Advanced... |

Displays shared Folders, current sessions, and open files.

o]

Cancel I

Click Add > and in the dialog box choose Another computer to be managed and select Shares

from the View options.

Consolel - [Console Root]

@ File Action View Favorites Window  Help

I [=] 3

PRI

&5

Shared Folders
| Console -

Select the computer pou want thiz snap-in to manage.

of snap-ins. For

 Thiz snap-in will always manage:

¢ Local computer; [the computer this console iz iunning an)

& dnather computer: Ihp-cziD2DDSSq.mycompan_l,l.Iocal

]

only applies if you save the console.

I~ Allow the selected computer to be changed when launching from the command line. This

Edit Extensions. .. |
Rermoy e |

Move g |

Browse. .. |

L4 [ekd =4 Bl g |

Yigw

ol

" Sgesiong

" Open Files

< Back I Finish I

Advanced.., |

Cancel |

L

Displays shared Folders, current sessions, and open files.

QK | Cancel |

Click Finish and OK to complete the snap-in set up.

Configuring AD Authentication Mode
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B Consolel - [Console Root'Shares { -czj020039g.mycompany.local)]

a File | Action ‘“iew Favorites ‘Window Help

e 2ncl= | BEw

.| Consale Roat Share Mame = | Folder Path | Type | # Client Conn... | Diescripkion
[ Shares (ihp-c2j020039q.mycompan | 72| BackupShare! Ciitmpinasimountp...  windows 0 File Server 1 Backup
micE Cillwicifs windows 1] Default Share
2| DPBackupsharel  Ci\tmpinasimountp...  Wwindows 1] HP DZD Share 3
[Eal IPCE [t ‘windows a Remate IPC
2| NEWEBackupSharel Ci\tmpinasimountp...  Windows 1} IMigrated Data Share

| I == I =

Note that the Folder Path field contains an internal path on the D2D Backup System.

6. Save this customized snap-in for future use.
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Select the Share Permissions tab and Add a user or group of users from the domain.

Specify the level of permission that the users will receive and click Apply.

7 Consolel - [Console Root'Shares (. hp-czj020039q.mycompany.lacal}]

E File  Action  View Favorites  Window  Help | =]
s | 7EEe = | HE
| Consale Raat EERjNEWBackupSharel Properties Diescription | Actions
@i Shares (Whp-czj020039g mycompan | 5 . - — - File: Server 1 Backup | ",
SL Genelall Publish  Share Permizzions I Secunlyl
n Default Share
= Group or uger hames: HP DZD Share 3 More ... b
T R . icator (OO MPANT A dmimistatorl Remote IPC s
B Migrated Data Share W
Mare ... P
Add... | Remove |
Permizsions for Administrator Aillawy Deng
Full Contral O
Change O
Read a
Learn about access control and permissions
(] I Cancel Apply |
4 [ | | B

Now, from any Windows server on the domain, it is possible to access the newly created
share using the credentials of anyone who had been given permission to access the share. If

a permitted user is logged into Windows, access to the share will be granted automatically
with those permissions.

NOTE:  In some cases, when switching the D2D Backup System from No Authentication or
User Authentication mode to AD mode, it may be necessary to log out and back into a
Windows client before it is possible to access the D2D shares.

Configuring AD Authentication Mode 13



3 Discover the NAS CIFS share in CommVault

NOTE:  In CommVault terminology the D2D NAS CIFS share is called a Disk Library.

1.

Run CommVault and enter your Domain Administrator user name and password. You must
be the Domain Administrator because we have configured AD authentication for the CIFS
server and the D2D NAS share is only visible to CommVault when it is administered by Active
Directory.

NOTE:  Alternatively, you could configure User Authentication and add additional
CommVault—based user names to the Share Access Permissions, but this is only recommended
if the D2D Backup System is not in an AD domain.

On the master screen click the control panel icon and select EZ Operations. On the EZ
operations menu select Backup Target.

g
BrlYELEL- wEle
2 ol e [ o ks =

d-ialtns R e e L i E

1T

B¢+ 0000000004000
3

bEEEHERREE

BERBEIRERS

W ol
I, - [ ohil Mewmgm wodiee OS] it i memplvend s Jucalie gt e feuions i yvasnl, s Binfc g Lol P
Y mPmss i fey e, s, e, Dt e o ge
e
o Bl L w|8] Ja S

Select Disk Library and click Next.
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6.

Steps

Ell-:l:l:up Target B

1. Select Configuration Type

2. Device Configuration

Device Configuration Opbicns
= ek Ubrary{For backup to dekj

(™ Tape or Optical devices

D e P

Enter the Network Share path (you can find this on the D2D NAS Shares tab). We are using

AD authentication so there is no need to enter the network share user account details.

We do not want to enable CommVault Simpana Deduplication because we shall use the D2D
NAS deduplication. Leave the box unchecked and click Next.

Steps

Ell-:l:l:up Target B

L. Select Configuration Tvpe

2. Disk Lt —

3. Deduplication Policy Creation
4, Enter Retention Parameters
S, Summary.

™ Enable Deduplication

| s | o |

<pack |

Enter the Domain Administrator User Name and Password for CommVault Simpana 9.0 to
be able to access the share. This is required because we have set up Active Directory

authentication.
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- = Backup Target E

Steps
" Use Local Disk (% Use Network Share
L. Select Configuration Type
2. Disk Library Configuration Enter backup destination Folder:
3. Deduplication Policy Creation II,'I,'.'T-\?!. 168.0. 193\ CommVaultShare
4. Enter Retention Parameters
2. Jummary.
IF the backup destination falder is on & network share, enker the user account information.
Nebwork share user account:
[NEARLINE\Administrator Edi |

- ¥ Use User Account

User Marme: IhEARLII’E\,Administr-:mr
Password: I"""*'"*"*"

Confirm Password;  [**++++4+]

ok | _cocel | rep | <gack | [ mext> | o concel | hel

7. Accept the default settings for retention and click Next.

Eﬂ.w_ kup Target

L. Select Configuration Type

2.0k brary Confioration Retan backups und capacky & reached |65 3| %
3. Deduplication Policy Creation

4. Enter Retention Parameters Ristain back foc [—15 |

S, Summary :|

<psek | [meas | rn | cancel | mep |

NOTE:  Retain backups values (refention period) can be set here or later, from a configuration
pane associated with the backup job.

8. Review the Summary screen and click Finish.

Discover the NAS CIFS share in CommVault



=II.|1 kup Target

Review your selection and click Finish to configure the disk Bbrary.

[Backup Target Folder: 11192, 165.0. 193\ CommVaultShare |
Deduplication has been Disabled on Storage Policy

Fietain backups until disk reaches 85% capacity.
Fretan backups For 15 days,

<gack et > | ESE
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A popup screen should then indicate the Disk Library has been successfully created and on
the main CommVault menu the device will appear as a Disk Library.

Right click on the library (within the Storage Resources-Libraries folder) to display the Library
Properties dialog. In our example, we are changing the library name on the General tab to
something more meaningful (DiskLibrary 16 to CommVaultShare1).

- et alibur - CommOell Conusle

ERNH{YEBLEDD- wEHeo _

ok Comniled Brewiee g B Disklibrasy16 x
o roaibar B excalbur > B srage Resources > [ Lbnaries > [ Dubikearyis >

Commbiel
- QMWGW Mot Path | Satn | Fres Space(MB) Capacky (MB) |
5 'h et Comuters 192, 1650 LT Comvrian it Share Rasdy 3,073, 1 3,062,747

= (B excalbur
&) A At Directory o Library Properties
= {0 Fie System

o BxiaptoviL Gornal | Mot Pt | Resociions | Secuty | Cost Cateoory |
o BactapteTL - datadets

Ly B | | |

3 L g
K. of Meunk: Paths: ]

Lowwasmakin: [ 154
St Paachy

[ Enabis Lteary

™ Mark Archive Fles as Read-Orly
Trvscuts (e mnutes)

Mourk: loﬂ Unmauri: loj
Cescrpbuon
1960 Commbarsetmucalbar) l |
B Dot eary Lidmacalbur) {15) Offina Reason: [T SEST—"———y
8 Sourcehare] (ewcalbur)_{Z) Hiok fippbcabie] Fbend 0y cheetin i s ooy [ S oS D fecocalns ) _(21] ot b v [Tt stisriniyes foty i e
- e Fasbed by cheetes shormge pobcy [SourceShare Dhexcalbur] (2] dus bo ermor: [The storage poboy & a5
8 Subdlent Polcies Library Dot ibeary3] haes bessn deconfigured.
o = vaq:nanupuknes Lty [Doskiibrary] hars besen deconfiqured
1§ ‘Contenk Darector Libr gy [Diskiibeary 7] hars besen dacordigured,

o & b Lty [Desivarys] has bisn Ssondipsd.
Library [DesiLibearyS] hars been deconfigured.

Mount Paths tab
A number of settings on this tab should also be edited.

The Attribute, Prevent accidental deletion of data from mountpaths, must be unchecked to
allow operation.

The Allocate number of Writers value allows you fo establish the maximum number of concurrent
data protection operations on the disk library. HP recommends setting a specific number of
writers per D2D NAS share dependent on the D2D Backup System. For example: the
recommended setting is 12 for the HP D2D4312 Backup System. This value is set to ensure
that the D2D NAS share does not exceed its maximum open file limit (see Appendix B). This
setting is also dependent on the number of data streams set in the Storage Policy.

Discover the NAS CIFS share in CommVault



P Fls View Tock Windoes Help

RErBeuuEas- wEe

& Commiall Broveser

= Forage Resouwrces
P Lbeies
‘CommiedtShare]
+ P ME G0 Series |
SourceSharnl

sk besry | Spncalbar)_{15)
SourceSharsl (eocalibur)_(2)

I B® CommvaulSharel
& eocolter > B Borage Resources > B Lbraies > [ Commitharel >

Hourk Path |

m

192 16810, 1 500 Commvisult Share |

Ready

Library Propesties

Goeeal Mount Paths | Associations | Securiy | Cost Categery |

Atirbuges
™ Dishs walthan thes ibeary supgort Mardwans Singls Instancing

£ data fr

Mount Fath Usagn
& Fil and spll mourt pathes
o Spll el il moun: paths

| Mheshikds for Maraged Disk Spate

Shart agien when dat ocoupied on dik is 3%
Shop aging wher data nooupsed on dek s 7 4 %

Mionrit patth [Foikder 1] i th sk eary [SourciShang 1] i ficw Maarkad offing.
Hstier o rrescha in Ehe scabchy o [ Cleanirn Media ] inside: the beary [HP MEL 63 Series 1] s lewr
Ot o sk pce o cesh Lea(ye e eeded on del M ary [ SourceThane | Male e that there
Mok path [Folder 1] in the sk leary [SourceSharel] is now merked offine.
Mumbear of mescha in the sorstehy ponll | Cleusnirg Medka ] inside the lbesry [P MSL 63 Saries 1] s e
Anokher badaup i nunning for dlent [ecalbur ], Dataigent [Windows Fils Srsten], Badup Set [<

B Gl et Qs e ischus uanst e Fox Chan [ecalfar], ik ation Type [Windowrs Fle Systerr], Back

Ot of chik Space o ik ke dcxcpeindd o ik ey [ Souncahang 1 | Make jure that there i

Pouse ol e e v sl ot v ool v o s a1 B camn bk Fhosrss o

coced | hee |

Ee O

Q@404 0IwIim

TS T

Storage policy
One or more default Storage Policies for the Disk Library have also been created (under the
Policies—Storage Policies folder a default Storage Policy has been created for DiskLibrary 16
(CommVaultShare1)). The exact number of policies will be different each time — depending on
how many libraries have already been configured.

Right click on the Storage Policy to display the Properties dialog.

General tab
The number of Device Streams associated with this SINGLE policy is set on this tab.

Storage policy
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ESturage Policy Properties: DiskLibrary16{excalibur)_{15}

General | Copy Precedencel #Associated Subclientsl Securityl Advancedl

Storage Policy Manme: ICnmm'u'aultSharel

Storage Policy Tvpe:  Standard

Mo, OF Copies: 1

Device Streams: W j

[~ Enable Stream Randomization

[~ Hide Storage Policy

Description

Automatically created Storage Policy

[~ Incremental Storage Policy LI

a4 | Cancel | Help |

Device Streams: Device streams must be spread across the number of storage policies that could

run simultaneously to CommVaultShare1. In this case we plan to have only one storage policy to

CommVaultShare 1, so we can allocate 12 streams. What this means is that we could back up 12
hosts simultaneously to CommVaultShare 1 by setting Device Streams (General tab) and Allocate
number of writers (Mount Paths tab) to 12.

Do not check Enable Stream Randomization because this will disrupt the deduplication efficiency
of the HP D2D NAS share.

NOTE:  If you are backing up multiple hosts, you may like to create separate folders for each
host within the CommVaultShare1 library. Use Windows Explorer to do this.

Setting the Container/Chunk size

When using D2D NAS the CommVault backup software allocates a size to the containers (Chunks
in CommVault terminology) where the user data files will be stored on the Disk Library. The size
of these containers can be changed. D2D NAS has a fixed limit of 25000 files, so the larger we
make the containers the more data we can hold on the D2D NAS share. Ideally, the bigger the
containers the better as it stops us hitting the 25000 file limit and reduces fragmentation in the
backup. Set the container (chunk) size as follows:

1. Select the Storage Policy that we have just created and double click the storage policy in the
right—hand navigation window to get the Copy Properties window.

2. Click on the Data Paths tab in the Copy Properties window AND select the path.

3. Now click the Properties button at the bottom of the data paths page as shown below
Edit the Chunk size (MB) section to use a specific value and click OK. In this case we will
change the chunk size from 2048 (default) to 4096. The maximum chunk size is 32 GB, but

this can lead to some performance impact so typically a choice of 16 GB chunk size is a good
compromise.
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Block size: The Data Path Properties tab also has an option for block size. Leave this at the

default which means it is set as appropriate for the media type.

e Use media type setting fixes the block size at 64K.

e Use specific value should take into account other considerations, see the information about
VTL emulations in Performance Tunables for Media Management in CommVault Simpana

9.0 Books Online.

In general NAS share performance is much less affected by block size (unlike physical tape

performance which is affected by block size).

Select the Data Path Configuration tab. By default, there are no alternative data paths created

and we use the preferred data path. We do not use the round-robin between data paths which
load balances backups across available disk libraries. These settings are important because

we do not want to exceed the open files limits on the D2D NAS share (see later section).

Etupy Properties E

Assaciations | Media |
Data Paths

Selechive Copy |
General | Rekention |

v Butomatically add new data path

Advanced | [EduRlic
Data Path Configuration

L}

— (" Use Alternate Data Paths
[~ When Resources are Offline

{* Immediakely

) After I—Dﬂ hyaur(s) Wj minutels)
[~ When Resaurces are Busy

{* Immediately

" After I—Dﬂ hir(s) Wj raimutels)

{~ Round-Robin between Data Paths

% Use preferred data path

It additional Storage Policies are required use the Storage Policy creation wizard by right clicking

Storage Policies in the main left-hand menu tree.
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4 Backing up to and restoring from a D2D NAS Share
Configure a backup to the D2D NAS share

1.

3.

For a simple filesystem backup right click the File System icon in the left-hand navigation section
of CommVault Simpana 9.0 and select All Tasks — Create New Backup Set,

s excalibur - CommCell Console

P OFile  Miew Tools  Windows  Help

AR LI il 5 % (8 @

% CommCell Browser iDA File System x
DA
& excalibur

b Carnnfdet
-- Client Computer Groups

=13 Client Computers

ElE: excalibur

- E .C\ctlve Direckar

& excalibur > 3 Client Computers >

df* Backup to YTL
df* BackuptoCommyaulShare
i backuptoyTL - dakasets

All Tasks » | Backup Defaulk Backup Set
Wi 4 Erowse Default Backup Set
Prnperties Create Mew Backup Set

I E Online Conkent Indexmg Mew On Demand Backup Set
B 40 Security

I'_'I E? Skorage Resources

Release License

EI @ Libraries Cperakion Window
[ = TP PR =T T
NOTE:  Backup job configuration should be done at the policy level whenever possible and

Subclients should never be altered unless it is absolutely necessary. The method shown here
is intended to show key parameters that may otherwise be overlooked when doing everything
through a storage policy.

Give the backup set a name and assign a Storage Policy.

[ Create New Backup Set
Client Computer: excalibur
iDatafgent: File System

Mews Backup Set Mame:  |BackuptoCommyaultSharel

CommyaultSharel

Skorage Policy:
[~ Make this the default backop set

[~ Subclient content may contain wild card entries

Ok | Cancel | Help |

Click on the Filesystem backup you have defined to display “default” in the right-hand
navigation window. Double click on default to display the Default settings for our newly defined
backup job.
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- - excalibur - CommCell Console

P File View Tools Windows Help

% "Iﬂ;‘@ﬂﬂ,; wide

ﬂCmmCHﬁ'mw

il xcalibur
Comeniet
# g Thent Computer Groups
Chent Computers
= B excalibur
@ I0f Active Directory
= #0A Fie System

Backun to YTL
=

- fi* BackuptoCommyaukSharel

flf* defaultBackupSet

- {0 Online Conkent Indexing

- {F Security
y Storage Resources
g Libr aries
B2 CommyaultSharet

HP MSL G3 Series |
SourceSharel

HP MSL 63 Series 1
a SopurceSharel
813 Orphaned Madia
- vaukTracker
= 0 Polcies
+- 7 Replication Pobcies
+}-UEs Schedule Policies
= ﬁ&. Storage Policies
185 BackupboW TL
¥ CommServeDR{excalbur)
{8 CommvaultShare1
& SourcesSharel{excalibur)_(2)
e temp

& BackuptoCommVaultSharel x|

W excalbur > Q) Chent Computers > B excalbur > DA File System > ff* BackuptoCommyaultshare!

CommyaukShars

Es‘uhrhpnr Properties of default [ x|

Storaoe Device | Activity Control | Eror |
General Content | Filters | Fre/Post Process | Security
Client Name: excalibur

Biling Department Mot Defined/Not Defined

iDatadgant: File System

Backup Sat: BackuptoCommyaultSharel

Subdlient name: fdefauit

Mumber of DataResders: | 2

™ Alow multiple data readers within & drive or mount paint,

L [~ Use ¥s5

[

. Mote: This iz & default subckent.

(|

[

Sevt

a

a

L 4

4. Go to the Content tab and use the Browse button to select the data that you wish to back up.
In our example we have chosen an 8 GB dataset (called Backupdatasets8) consisting of many
files of different sizes and the Backup System State box is checked. (This is one of the default
settings. If you do not want to back up system state files, go to the Filters tab and set the System
state files to ignore.) Click OK.

mﬁuhclient Properties of Backupdatasetsg

Storage Device | Achivity
General Content

Contents of subclient:

Open Files

C:\Backupdatasetss

¥ Bhckup System State

Failure

fchions

| Security

Configure a backup to the D2D NAS share
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5. Go to the Storage Device — Deduplication tab and uncheck Enable Deduplication because
all the deduplication is going to take place on the D2D NAS share. Click OK.

Eﬁuhclient Properties of Backupdatasetsg E

SETEral i Comtent | Filters | PrefPost Process | Security
Storage Device | | Activity Control | Encryption | Open Fies Faiure Actions

Data Storage Policy | Data Transfer Option Deduplication I

Generake Signature on
= oOn Client

= On Mediafgent

Flease note if Client Side Deduplication is enabled, signature generation will
happen on Clignt

NOTE:  Alternatively you can use the EZ Operations wizard to set up a backup job as we did to
configure the backup target previously.

EZ Dperations Wizard E

Select an operation to perform

& = fal

Backup Restore Reports
1a sl g

b i/] ;) o)

Backup Target Device Status Install Software
Launch:
Expert View 2ob Controller Event Viewer |
[V Show on startup CIosel

Perform the first backup

We are now ready to perform our first backup.

24 Backing up fo and restoring from a D2D NAS Share



Click on the backup job in the File System folder. Double click on the backup job name and
select the backup type in this case FULL. Click OK to run the job immediately.

s ¥ alibur - CommiCell Console
i Fie Wiew Tools Windows Help

Rrltedan- w@He l

& CommCel Browser [ ff* BackuptoCommvaultsharel x

i excalbur & excaibar > B3 Chent Computers > B} excalbur > A File System > ff* BaduptoCommiauksharel >
Conmimiet

-y Chent Computer Groups Subxchient Name:

- Clent Computers

Ciomimly it Share 1

Et‘-ackup DOptions for Subclient: Backupdatasetss

Tl o as
(- {08 Online Content Indsxing
&) Securky ~ Incremental Run this job now
=B Rorage Resources
= B Librasies " Diffarential " Schedua
CommfinaultShare]
* HP M5L G3 Series 1  Syrthetic Pul . p Corfigurs
asu.meﬂ'\arel
- Emaw ¥ Rur Incremental B i)
=l Mediangents
= ) excalt = Before Synth
B2 Commvauksharel
3 B HP ML 63 Series 1 £~ After Synthetic F
SourcaSharel
Orphaned Media
* YaulkTracker
= Pocies
% 7 Replcation Polces Box | conel | advenced | Bswvenssop | mep |
- b Schedule Polices

2. look in the Job Controller Window to monitor progress.

T —

é;?.l_‘ﬂ'ﬁElwd_il'.)--ﬂﬂﬂ

i i (] g
xcatar Wy wocatar + ) O o ¢ B enaer - B me e > g Secupe e
Corsmtt
E Substont W Saruge Pukcy

3. Double click on the Job Controller entry for more details on progress.
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EBackup Job Details For Job ID: 79 E

General Progress I Streamsl Attemptsl Job Retentionl

Zurrent phase: Backup

State: Runnirg
Akkempt skart time: 0701111 1353
Elapsed time: 00:07:48
Tumber of files transferred: 32,787

Failures: 0 Folders, 0 Files
Size of Application: 3.97 GE

Daka Transferred on Mekwark @ 399 G6
Compressian : 0.00%

Transfer Time: 0701

Estimated Completion Time:
Last Job Update Time:

07/0111 14:08
07/01411 14:00

Percent complete: 49%,
Current Atkempt Throughput: 33.88 GEfhr
Average Throughput: 33,97 GEfhr

Zurrenthy Backing Up:

Reason For job delay:

C\Backupdatasetsg) 324 S fileS24288 _000002

[ o« ]

Wiew Events | Wiews Media | Close |

Help

4. Windows Explorer also shows the types of files created.

B cv_MacNETIC

Y
Organize « o Open  New folder

I Favoribes

+ Metwork = 192.168.0.193 ~ Comm¥aultSharel = C¥_MAGNETIC =

> & |

Bl Desktop
§ Downloads

=, Recent Places

#a Libraries

MOUNTPATH_LABEL
|| MountPathConfigs

06{012011 16:22
06{01{2011 16:49

CommVault creates a folder per mount path such as V_32.

(‘;\-/ = Network = 192.168.0.193 ~ CommvamdtSharal = CV_MAGNETIC = ¥_32 > & lseachv_u—uq
Organice *  New folder =~ [0 @
Favortes L - | Dete modied Type | e | |
B Desitop R 102 07/01/2011 14:00 Fie 4,193,200 KB
I Bovaloads 103 O 1407 Fhe 4,193,280 kB
& Recent Places CHR_100 L s Fe 4,193,280 kB
S Lbesriee CHUNK_105 07ja1/2011 14:22 Fis 4,193,280 kB
% Documents CH 106 LI 14T P ZITHAAKE
o Music cHR 108 N 1T R =206K8
il Pictures CHUNMAP_TRALER 102 0l 400 F B
B veee CHUNKMAP_TRAILER: {05 o7folj2011 14:07 e 1B
CHUNMAP_TRAILER L4 07012011 1414 Fie BB
P Conputen CHUEMAP_TRAILER_L0S 0101 1422 Fie T
&L Local Dek (1) -
pp—— CHUNGMAP_TRAILER 106 o0l 14T Fe B
CHUKMAP_TRAILER 113 O7jOLf2011 1425 Fe T
i etk MEDLA LageL 07M01/2011 1353 Fie G

File: Fiolder

2KB
1KB

The example shows the backup to CommVaultShare1 has been split into 4GB containers

(called CHUNKS by CommVault) as we set in our Storage Policy. Also note the CHUNKMAP
TRAILER which links the chunks together.
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The index information for the job is appended to the last CHUNK file. CommVault software
generates an index of the data whenever a data protection job is initiated. The index contains
a list of all the data objects (files/subdirectories, database objects, mailbox objects and so
on) along with the path to the archive file that stores the data in the media.

NOTE: By default index files are stored locally on the server that is the Media Agent server
and connected to the disk library. If you have multiple Media Agent servers, you can configure
a shared index location where indexes from all the Media Agent servers are stored.

We have successfully backed up the user data directory, backupdatasets8 + Excalibur System
State, to the D2D NAS share, CommVaultShare 1

Restore from HP D2D NAS share

Index data is key in the recovery process following a complete disaster to the backup catalog.

The index also provides quick access to the data in a browse/restore operation.

There are two ways to restore from the HP D2D NAS share:

Using the Main screen

“excalihur - CommCell Console

EFiIe View Tools  Windows Help

T H% JﬂJ:ﬁ];j % & o

g} Commell Browser j’ BackuptoComm¥aultsharel
& excalibur & excalibur = @ Client Computers > Eg excal
----- Commet
[]--% Client Computer Groups Subclient Marr
=g Client Computers = Backipdatasetss
BB excalibur
E Ackive Directory
(=] iDA File System
Lf§® Backup o ¥TL
:.f§® BackuptoComm|
" backupto¥TL - M Backup All Subclients
" defaultBackup3 ek b Browse Backup Data
[#-i0A Online Conkent Ind Properties )
H- 4P Security Find
= E}? Storage Resources
= B2 Libraries Restare by Jobs
- CommyaultSharel
-2 HP MEL G3 Series 1 Delete
% SourceSharel Operation window
[}-@ Locations -
B J Mediafgents Mew Subclient
= @ excalibur
S CommvaulShare
l_l Eﬂ HO PAS] (T2 Saviac 1

Using the EZ Operations wizard
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EZ Operations Wizard E

Select an operation 1o perform

& &l wl

Backup Restore Reparts
] L] ,,gj —

. /] = )

Backup Target Device Status Install Software
Launch:
Expert View Job Controller Event Viewer |
[V Show on startup CIoseI

For our worked example we will use the EZ Operations Wizard.

1. Click Restore.
2. Select the client and click Next.

Steps Select a client
. Select Client
2. Select browse options
3. Browss backed-up data
4. Restore Options
5. Summary
Seleck Chent

3. Select the latest backup, or browse to the data at a point in time. and click Next.
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Steps
1. Select Chent
2. Select browse options
3. Browse backed-up data
4. Restore Options
5. Suminary

-+ FZ Restore Wizard E

Select browse options
% Browsa the Latest Data
" Specify Browse Time

Fri 01jo7/2011

Time Zone I-j'.i-.".-..' in, Edinburgh, Lisbon, Londo

<gack |[[Hext> ||

cancel |

Advanced I

|_teo |

Select the data file or directory to be restored by drilling down and then select an individual

file or all copies of that file to be restored. Click Restore.

Steps Browse backed-up data
1. Select Chert '_B:E'fa“” ... Name Size Type  Modified %
T — (=-iD File System @ eacupdatasatss 0 Bytes Folder  29/12f10 12:23 -
' @ [ Backup to ¥TL BFrogamFies  0Bytes Folder  Z1/12{10 14:20
3. Browse backed-up dal = - BackuptoComimyaul Shar
o [l [System Rate]
4. Restore Options B
5. Summary # [ backuptoVTL - datassts
- defaultBackupset
Kl B | & =l
cocel | <Back |[ meat> | Heo |

Double click on the file to be restored and select the required version.

Restore from HP D2D NAS share
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Steps Browse backed-up data
1. Select Client '_B:E'fa:’ 211... rame ﬂ
, (=i File System File1 000... (128 KB File 2/10 -
2. Seleck browse aplions @ [ Backup to ¥TL Eﬂenam?z_uun... 128K8 Fie  29/12/1012:21
3. Browse backed-up dal = e Ba";'f‘:cw;‘;’]ﬁ [] fle131072_000.... 128 KB File: 29)12f10 12:21
4. Restore Options * c;”m e [] file131072_000... 128 KB File 29/12f10 12:21
- 5 [ Bachupdatase | | (] fle131072_000... 1288 File z9f1zf1012:21
- =Xr B [ fe131072_000... 128KB File 29/12f10 12:21
=@ [ fis131072_000... 128KB File f1zf1012:21
@[l 1| O fe131072_000... 128K8 File 29/12f10 12:21
w02 [ fie131072_000... 128 EB File 2801210 12:21
w03 | Qrers1072_000... 128k8 File 28j12010 12:21
::: E: [ fi131072_000... 128 KB File 29012010 12:21
&0 2 [ Fe131072_000.,. 128KB File 29/1210 12:21
w03 [ fi131072_000. . 128 KB File hzhoiza
B4 [ fde131072_000... 128KB File 29/12010 12:21
w0s _||Omesiorz_000.. 12868 File 2hzh0 1z
=0z [ fde131072_000... 128KB File 29/12010 12:21
=3 [ fie131072_000. .. 128 KB File Nz 1za
4 H 1 <1 | fier31072_000... 128¢8 Fle  29/1201012:21
q | ol j LlJ (] fle131072_000. .. 128 KB File 29012010 12:21 =
concel | <pock |[ meas | Fn | nen |

6. Select the Overwrite Files option and specify a new destination path, if required. It is OK to
use unconditional overwrites if you are restoring to a temporary directory.

EResture Options For All Selected Items E3

General | Job Initiation |

-

{~ Restore ACLs Only ¢ Restore Data Only (% Reshore Both Data and ACLs

[~ Unconditionally overwrite only if target is a Datadrchiver stub

[ Creerwrite Files
£~ Overwrite if file on media is newer f+ Unconditional Overvrite

[~ Restore only if karget exists

¥ Recreate Mount Points

Allows fukhoritative For Clusker Database INon - Authoribative = I

~Restare Destination

Destination client | .. -alibur j

[~ Restore ko same Folder

Specify destination path

IC A\ Temp

| =

gOK | Cancel | Advanced | E?Save.ﬂsScript | Help |

|-Preserve Source Paths

7. Click OK to go back to the EZ Wizard, followed by Next to display the Summary screen.

8. Click Finish and watch the job run on Job Controller; double click the job in Job Controller to
get more details.
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5 Other considerations

Ensuring you do not exceed D2D maximum open file limits

The HP D2D NAS share has strict allocations for the number of open files it can have open at any
given time (See Appendix B).

Should these limits be exceeded a lost connection may occur, causing the backup to fail and there
will be an entry in the D2D Event log. Possible causes for this situation might be:

» Too many simultaneous backup streams going to a given D2D NAS share: In this case the
number of writers being used or the number of backup jobs scheduled at the same time should
be reduced.

o CommVault Data Aging process: This is selectable as an attribute of the CommVault Storage
Policy and frees up space after the refention period has been exceeded. It is recommended
to schedule it to run outside of the backup window. See below for more information.

o CommVault GridStore technology: This is an additional licensable feature that allows the
automatic failover of backups to an alternative path or for a device to be accessed by a
separate media agent should the primary path become inaccessible. It is possible that a race
condition can occur as follows:

1.  We exceed the number of open files to a D2D NAS share, causing a “lost connection”
as seen from CommVault.

2. This triggers the Grid Store technology to re-send the backups on a round robin basis to
another device that already has a high load.

3. We then exceed the open file limits on that D2D NAS store which, in turn, gives lost
connection and so it continues.

See below for more information.

Data Aging Scheduling in CommVault Simpana 9.0
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Data Aging is a process in CommVault Simpana 9 that frees up space once a backup device data
retention period has expired. This process needs to be managed because data aging involves
data overwrites which in turn generates housekeeping.

I a housekeeping blackout window is set, this should limit the impact of the data aging process.
I a housekeeping blackout window is NOT set, schedule the data aging process to run outside of
the backup windows as shown below:
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1. Display the Data Aging Options.

o CommCol Broveser R idal x
v B » Ousaater Rocirvery Exchin
ﬁ Vi 4 R Rftone » ] O

#4  coware Data Agng et Secuty -
: ﬁ.j Fropetie; BadeRoptniron Soltearn O i Ly
: ‘: :rr::lrw.'cv Sand Las Fies

SRM Enterprie Viever Evenk Soarch
# [ Cont Arabysn o pxetal el My altacant L
+ b Workikows Fush Firnswall Configuration

Export Froval Corticate

Job Indtiation
Joby Indiation
(=) Immecliate
R bhis: by nosse

) Schedule

[ & ox_| [camcel | [Cadvanced | [ B save s sort | [(res )

2. Select the Schedule option and configure data aging to run outside of the backup windows.

ESchedule Details E3

Schedule Mame IRun Cutside backup windows

" one Time Start Time [ 12: oopm :I

" Daily

* Weekly
" Monthly

" early On these days [~ Monday [~ Tuesday [~ Wednesday
[~ Thursda [ Friday [~ Sakurday

a4 | Cancel Help Ophions ==

GridStore (Alternate Data Path) setup

GridStore is a licensable feature in CommVault Simpana 9.0; if licensed, the Round Robin between
data paths implementation causes issues with HP D2D NAS and should not be used. The Alternate
data path (using another media agent) or preferred data path options however can still be used.
Set as follows:

1. Click on Storage Policies to get the primary path displayed in the right—hand window, then
highlight the path and right click to display Properties. Select the Data Path Configuration tab.
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2. Make sure that Robin between Data Paths (load balancing across all disk libraries) is set.
Make sure that Use preferred data path or Alternate Data Paths is set, but do not use Round

Robin.
[ Copy Propetties E3
Selective Copy | Gssociations | Meda | Advanced | Dedunfication
General | Retention | Data Paths Data Path Configuration

[~ #utomatically add new data path

— (" Use Alternate Data Paths
I~ When Resaurces are Offline

{* Immediately

" After I—Dﬂ hir(s) Wj raimutels)
[~ When Resources are Busy

{* Immediakely
" After I 1] ﬂhnur(s) I 10 j minutels)

{~ Round-Fobin between Data Paths

{* Use preferred data path

D2D housekeeping configuration

It is a standard best practice with HP D2D Backup Systems to schedule housekeeping (space

reclamation) to occur outside of backup windows to ensure there is no 1/O contention on the device

and ensure maximum backup performance. To set the Windows when housekeeping should be

allowed to run, proceed as follows:

1. From the Web Management interface select Administration — Housekeeping. Up fo two
periods per day may be selected when housekeeping must not run (blackout). In the example
below D2D housekeeping will not run, Monday to Friday between 18:00 and 06:00 (when

backups are running).
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2. ltis also important to ensure that when housekeeping does run it has sufficient time to clear

all the outstanding housekeeping jobs as shown below and there is sufficient “idle” time on
the appliance.

Showing: Overall Housekeeping Load (01 Jar 14:00 - 10 Jan 13:00)
Load

Q Housekenping Satistics.
Status & o
Last idis 10-Jan 2011 14:33

Tirne idle (Last 24 Hours)  100%
Timne bdle (Last T Days) %
dobs
Q B Job: Becaivad

dobd Piooaiiad

Device allocation

In order to get the best deduplication ratio from a D2D device type HP recommend that similar
data types be directed to the same device (VTL or NAS Share). This approach can tend to go
against the CommVault Simpana automated storage management techniques and may require
some manual configuration overrides.

Multiple Media Agents and secondary mount paths

CommVault allows some sophisticated approaches to using Disk Libraries, mainly shared access
disk libraries and secondary mount paths.

Shared access disk libraries

Two types of shared access disk libraries can be configured. They are:

o Disk libraries with a dynamic mount path (this refers to Disk Libraries based on FC disk arrays
and so is not relevant to HP D2D NAS shares which are connected via Gbe or 10GbE)

o Disk libraries with a static mount path — this can be applied to D2D NAS shares
Paths

Secondary mount paths can be used to create some end to end disaster recovery capabilities using

HP D2D NAS shares.

This technique allows a single Media Agent to have two paths and these two paths can be to
different devices that are replicas of each other — this becomes very useful in recovery scenarios
for ROBO sites as we will see later.
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Create this feature by using
— " add Replica Disk Library”
in the ADD device section for

Media Agenton Client A
both D2D-A and D2D-B.

Pr‘mzé

Secondary path
to “replica disk
library "device

The screen shot below shows how to create a replica Disk Library for use in this type of scenario.
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In addition mount paths can be configured for data load balancing.

Right click on the Libraries tab of Storage Resources, select Properties — Mount Path and check
Mount path usage is set to Fill and Spill.
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ELihrary Properties E3

General Mount Paths I Assnciationsl Securityl Cost Categoryl
Artributes

I~ Disks within bhis library. suppork Hardware Sinagle Instancing

[~ Brevent accidental deletion of data From mountpaths

Maount Path Usage
%+ Fill and spill mounk paths

= Spill and fill mount paths

Thresholds For Managed Disk Space

Start aging when data occupied on disk is I a5 j %o,

Stop aging when data occupied on disk is I 70 j %o,

Mounk Path Allocation Policy

= Maximurm Allowed Writers

f* Allocate number of riters: I 12 j

Ok I Cancel | Help |

NOTE: A typical D2D based Disk Library configuration will have only one mount path, i.e. the
share used to create it in the first place. Therefore, this setting is only relevant if multiple network
share paths are created during the setup of the Disk Library.

o Fill and spill mount paths: This specifies that the system should completely consume (fill) the
free space in a mount path before utilizing another mount path.

e Spill and fill mount paths: This specifies that the system should round-robin (spill) between the
available mount paths for each job.

For HP D2D NAS shares the preferred setting is “Fill and Spill” because we do not want unmanaged
jobs switching between multiple D2D NAS shares which may cause the number of open file limits
to be exceeded.
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6 D2D NAS replication

One of the major benefits of HP D2D Backup Systems with StoreOnce deduplication is the ability
to replicate the data stored over low bandwidth links to another D2D Backup System on a Disaster
Recovery site. Here we will briefly show how replication for D2D NAS shares is configured.

See the next chapter for more information about using CommVault Simpana 9.0 to recover from
a D2D Backup System at a Disaster Recovery site

1. On the D2D Web Management Interface go to Replication — NAS Mappings and click Start
Replication Wizard.

2. At the Welcome screen click Next.

v Waolcome
Salect Target Applissce
Salect Targel Share
Edit Shars Magping
Summiary Einps in this wizand
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Az thase staps, you will be presented with & fnal step - Summary’, This step allows you to review your selactions befoes finalising the changes

=) [=h Cancel Hislgs

3. Type in the IP address of another D2D Backup System that you want to act as a target for
replication from your source D2D Backup System.

HAS Heplcaiion Wizend

Step 1 - Select Target Appliance

¥ Welcomo
Select Target The purpose of Bis stee i b select the apclence which houses e desired pariner share:
" Appliance
Select Targat Share Torget Applerce Address Im—
Edit Share Magping Comimisna Prosocol Pt Mumber e —
Sy Dt Proticst Port st  —
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4. Click Add Target Appliance. The target is accessed and placed online for the source device.

5.

Click Next.

« ‘Welcome Step 1 - Select Target Appliance
Selact Targat The: purpose of this step s o select the: applance which houses the desired pariner share
"

Appliance [ sowct raonthgptocs |
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Edit Share Mapping Apphance Hame Applance Addsoes " i en Space Drisrw | Protoced Version

Summary DID-L TM0S40MGR 1EIEE0AT2 L IO40NEHR 178 G oty Wergion 2 |
Add Targot Applance

No target shares are created so we will create a new target share (from the source D2D
Backup System). Enter details and click Create New Target Share.

MAS Repl:ation Wiraid
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The target share is created and placed online for the Source. Click Next.
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NAS Replication relationships are termed Mappings and are 1:1 in structure. Enter a unique
name for this relationship and click Next .
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Replication is now configured and a Summary screen is displayed. Click Apply.
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9. You are returned to the Replication —NAS Mappings screen, which now shows the mapping
relationship. The source now starts to “synchronise” with the target in a process known as
“seeding” — this is a one-off process where the current total contents of the source are transferred
to the target. Subsequent backups to CommVauliShare1 will result in only unique changed
data being replicated to the target D2D Backup System.

S T e T ]
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7 End to End Disaster Recovery Process

In this section we will explain the process for recovering from a replica D2D NAS share having
made use of the low bandwidth replication feature of HP D2D NAS.

We will cover three scenarios:

e A ROBO site where the CommCell is still available but the local data is lost (recover data from
the Disaster Recovery site)

e A Data Center to Data Center scenario where a complete CommCell installation has been
lost (total recovery from Disaster Recovery site)

e A scenario where the D2D Backup System at the target site is also copied to physical tape
for archiving and security

End to End Recovery — ROBO Scenario

This typical usage model is a large ROBO deployment with the Commserve in a central location.
In this scenario, there are two D2D Backup Systems, one located at a ROBO site and one located
at the central location. Low Bandwidth Replication is configured between the two D2D Backup
Systems to enable data written at the ROBO location (Site A) to be replicated to the Disaster
Recovery location (Site B). A CommVault Media Agent server, in this case the Commserve, is
configured to utilize both D2D Backup Systems, one as the primary read/write device; the other
as a secondary read-only device.

Figure 2 End to end recovery, ROBO scenario

D2DNAS and CommVault Simpana 9.9 End To End Recovery - ROBO Scenario

ROBG Site B (DR site)
Site A

CommbServe
{Central

D2D-A added as Location)

a replica Disk Media Agent
Library Primary REAS D2D-B added as "replica disk
path library” on a secondary path
from central CommServe

Low Bandwidth link for Replication

Protects against D2D-A failure

Recovery steps are as follows.
1. Configure D2D NAS shares on Site A and Site B from the D2D Web Management Interface.
2. Configure replication between the D2D-A & D2D-B NAS shares.
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3. Configure Media Agent and shared disk devices for both D2D libraries on Commserve.

4. Configure a replica disk library (CommVault terminology) for both D2D-A and D2D-B associated
with the same Media Agent on Commserve.

If we have a disaster on Site A but Commserve remains operational, it is possible to recover the
data from Site B by selecting the Media Agent path for the replica disk library and restoring over
the secondary path link (GbE).

As Commserve at Site A did not physically write the data to D2D-B (it was written by the low
bandwidth replication process), and there are no entries in the CommCell database for D2D-B,
you might think that recovery is not possible. However, since D2D-A and D2D-B share the same
Media Agent, a full recovery from Site B is possible because, with CommVault, meta data about
the contents of a backup is held in an index that is appended to each backup set.

When completing a restore from D2D-B, the first time a recovery is undertaken, the index information
for the backup set has to be retrieved from the backup in order to select which files to recover.
This index is recovered fo the local index cache on the Media Agent (in this case the Commserve),
and is therefore available immediately for subsequent restores.

The index cache directory is the directory in which index data resides. Each Media Agent maintains
an index cache for the data protection operations performed using that Media Agent. The index
data maintained in the index cache is accessed by the system during data protection, browse,
and data recovery operations.

The index cache is maintained on a least recently used (LRU) basis. As the capacity of the cache
is reached, those index data files that have been least recently accessed are overwritten with the
new index data. If a data protection, browse and data recovery operation requires index data
that is either no longer in the cache or not accessible to the operation, the index data is recovered
from the media.

To ensure that other files do not use up disk space that is needed for index data, you can create
a partition specifically for the index cache directory. The partition must be large enough to
accommodate four percent of the estimated amount of data managed by the Media Agent.

During the Media Agent installation, the install program prompts for an index cache location for
the specific Media Agent. This information can be viewed or modified from the Catalog tab of the
Media Agent Properties dialog box.

End to end recovery — data center to data center

42

In this scenario there are data centers in two locations. Site A is the production location, where
live backups of the production data takes place; and Site B is a Disaster Recovery location.

Two D2D Backup Systems are provided, one in each location, together with dedicated Media
Agent servers for each library. At Site A, the Commserve acts as the Media Agent for the local
D2D Backup System (D2D-A), whilst the second Media Agent server is connected to D2D-B at the
Disaster Recovery location (Site B).

Both D2D Backup Systems and Media Agents are configured as a CommVault replica disk library,
with the primary path (read/write) through Media Agent connected to D2D-A; and a read-only
path via Media Agent connected to D2D-B.

End to End Disaster Recovery Process



Figure 3 Data Center to Data Center recovery

End To End Recovery — Data Centre to Data Centre Scenario
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To facilitate a full end to end recovery, two CIFS share will be created on the D2D Backup System:
e BackupShare - To be used as the mount point for the replica disk library
o CommcellDR - To be used for the Commcell DR backup

During normal operation, the Media Agent at Site A writes backup data to the replica disk library
D2D-A, which is subsequently replicated to D2D-B via LBR. Regular Comcell DR backups are
scheduled on the Commserve and are written to the second share on D2D-A (CommcellDR) with
LBR replicating a copy to D2D-B.

This configuration enables recovery from both a failure of D2D-A at Site A and also in the event
of a total disaster of Site A.

Should D2D-A fail, then data can be recovered from D2D-B via the Media Agent at Site B. In this
case, when recovering the data via a restore operation; the Media Agent at Site B would be
selected as the source path and the data read from D2D-B and restored to Site A via the WAN
connection. This situation is similar to the previous scenario, i.e. ROBO configuration.

In the event of a total disaster at Site A where we lose the CommCell and/or the D2D-A, proceed
as follows to recover Site A data at Site B:

e Recover CommServe at Site B

e Recover production data from D2D-B via Media Agent server at Site B
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Recover CommServe at Site B

1. Recover the Commserve to the standby server at Site B.
Using the CommcellDR backup from the replica copy on D2D-B and the CommServe disaster
recovery tools, read the DR backup from the CommcellDR backup share on D2D-B, and recover
the CommServe to the standby server.

2.  Once the CommServe has been recovered access to replicated copies of the backup data
can be achieved via the Media Agent server at Site B.
If it is not possible to retrieve the Commcell DR backup from the share, due to some form of
corruption; use the CommVault Resource Kit utility ‘Media Explorer’ to read the DR backup
from the D2D-B share. Once the Commcell DR backup files have been recovered, the
CommServe can be rebuilt.

Recover site production data

Having recovered the Commserve at Site B, recovery operations can now take place from D2D-B.
From a CommVault Simpana perspective, the replica disk library continues to be accessible via
the secondary path through the Media Agent at Site B. This enables recovery operations to be
performed for production data.

When restore operations are requested, instead of selecting the Site A Media Agent, which is no
longer available; the Administrator can select Media Agent at Site B for the recovery and recover
data from D2D-B. The first time a recovery is undertaken, the index information for the backup set
must be retrieved from the backup in order to select which files to recover. This index is recovered
to the local index cache on the Media Agent at Site B, and is therefore available immediately for

subsequent restores.

Data center to data center with physical tape offload at DR site

The typical usage model here is for D2D-A to D2D-B to Tape with archive tape copies being
maintained at the DR site.
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Figure 4 Data center to data center recovery with physical tape offload
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In this scenario, there are two locations:
o Site A is the production site where data is backed up to a local D2D Backup System.

e Site B is used for DR purposes to maintain a secondary copy of the data and to archive copies
to tape.

Two D2D Backup Systems are provided, one in each location, together with dedicated Media
Agent servers for each library. At Site A, the Commserve acts as the Media Agent for the local
D2D device (D2D-A); whist the second Media Agent server is connected to D2D -B at the DR

location (Site B).

D2D-A is configured to replicate data stored to it to D2D-B via Low Bandwidth Replication (LBR).
In addition, the Media Agent server at Site B is also connected to a Tape Library. Both D2D Backup
Systems and Media Agents are configured as a CommVault replica disk library, with the primary
path (read/write) through Media Agent connected to D2D-A; and the read-only path via Media
Agent connected to D2D-B. An additional Tape Library is configured for the Media Agent at Site
B.

Using this configuration it is possible for archive copies to tape to be performed solely from Site
B, i.e. without impacting on Site A or the WAN connection between the sites, whilst being under
the control of the CommServe at Site A.

This is achieved by scheduling an Auxiliary Copy of the backup data (CommVault terminology for

a second copy) that would use Media Agent at Site B to read the data from D2D-B (replica D2D),

and to copy the data by writing it out to the tape library also configured on the same Media Agent.
More Information

See:- CommVault Disk Libraries
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A Terminology

Commserve Storage manager :

This is the command and control centre of the CommCell.

CommCell

These are integrated software modules that can be integrated into common console.

CommNet
CommcCell Console Web Search (Dashboard)
Client Agents
Content Indexing and Search
Backup & Archive Compliance Continuous
Recovery Management Archiver Data SRM Agents
iDataAgents Agents Agents Replicator

Common Technology Engine

CommServe MediaAgent(s)

The system consists of integrated software modules which can be grouped together in a CommCell®
configuration. Each CommCell configuration consists of the following main components:

e One or more of the following Client Agents:

iDataAgents that perform the backup and restore operations

Archive Management Agents which includes agents for Migration Archiving and Compliance
Archiver agents

ClonﬁnuousDcfaReplica’ror to perform data replication from a source Client to a destination
Client

Storage Resource Manager (SRM) Agents for analyzing and reporting of information on local
storage resources.

o Common Technology Engine (CTE) components consisting of:

One CommServe®
One or more MediaAgents

Once installed and configured, these CommCell® elements can be controlled and monitored from
a single unified CommCell® Console. Data in the entire CommCell - both stored and online data
- can be searched for data discovery and other purposes using the Content Indexing and Search
component. Data from several CommCells can be monitored and administered using the CommNet
which serves as a dashboard for administering multiple CommCells.

Disk Library
This is CommVault terminology for a simple disk-based backup device.
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B Open file limits and recommended streams per NAS share
tor D2D Backup Systems

Table 1 Open file limits and recommended streams per share

HP D2D2502i | HP D2D2504i | HP D2D4106 |HP D2D4112 | HP D2D4312 | HP D2D4324
Max files per share | 25000 25000 25000 25000 25000 25000
Max Open files per |32 48 64 64 128 128
share > 24 MB (DD
threshold)
Max Open files per | 32 48 64 64 128 128
appliance > 24 MB
(DD threshold)
Max Total Open files |96 12 128 128 640 640
per share
Suggested maximum | 4 4 6 6 12 12
concurrent operations
per share
Suggested maximum | 16 32 48 48 64 64
concurrent operations
per appliance

Max Nos of files per share is set at 25000 because of replication considerations. To actually store

more data most backup software allows the size of the D2D NAS “Containers” to be increased.

For example, with CommVault the default container size is 2 GB but the user can easily change
this to 16 GB or more.

The HP D2D NAS target for backup does not deduplicate the first 24 MB of any file for performance
reasons. Some backLch applications generate control files during backup to NAS that are constantly
deduplicate constantly changing files slows down the deduplication process.

changing —to try an

For any single D2D NAS share there are specific limits as o how many “Open Files” can be open
at any one time — this is because of the memory allocation within the D2D Backup System. Generally,
typical Filesystem backups like CommVault will open a single large container one at a time , but
it is possible due to overlapping operations that two may be open at the same time for a small
period of time. It is important NOT to send too many backup jobs to the same NAS share to avoid
exceeding the NAS > 24MB open file limit per share and per appliance. (Appliance is the whole
D2D Bacgup System). Failure to observe these limits can result in unstable operation. Stay within
the recommended concurrent operations above to prevent this.

For example: A D2D4312 has 4 shares configured on it. We are running filesystem backups which
open up a single container file at a time. The maximum number of backup jobs that can go to
each share is 12 so we can have a total of 48 backup jobs running simultaneously and, even
allowing for 2 files overlapping and being monitored as open at the same time, we would have
a maximum of 96 files open on the appliance in a worst case scenario. This is well within the
appliance limit of 128 open files.
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About this guide

This guide:

Provides step by step instructions on configuring a D2D NAS CIFS device on CommVault
Simpana 9.0

Describe the CommVault Simpana 9.0 Disk Library configuration options and identifies what
settings to use with HP D2D NAS CIFS shares.

Describes how to implement a full end—to—end recovery solution from a target D2D Backup
System with D2D NAS CIFS shares using CommVault Simpana 9.0.

Intended audience

This guide is intended for users who install, operate and maintain the HP D2D Backup System.

This guide assumes a basic working knowledge of CommVault Simpana 9.0 and that it has been
installed correctly by loading the appropriate Media Agents and licences.

Related documentation

In addition to this guide, the following documents provide related information:

HP StoreOnce Backup System Concepts Guide: If you are new to the HP StoreOnce Backup
System, it is a good idea to read this guide before you configure your system. It describes the
StoreOnce technology.

HP StoreOnce Backup System User Guide: This guide contains detailed information on using
the Web Management Interface. It also contains troubleshooting information, including details
on replacing failed or failing hard disks.

D2D Best Practices for VTL, NAS and Replication implementations: This white paper advises
how to plan the workload being placed on the HP StoreOnce Backup System in order to
optimize performance and minimize the impact of deduplication, replication and housekeeping
operations competing for resources. It is regularly updated.

You can find these documents from the Manuals page of the HP Business Support Center website:

http://www.hp.com/support/manuals

In the Storage section, click Storage Solutions and then select your product.

Document conventions and symbols

Table 2 Document conventions

Convention Element

Blue text: Table 2 (page 48) Cross-reference links and e-mail addresses
Blue, underlined text: http://www.hp.com website addresses

Bold text  Keys that are pressed

o Text typed into a GUI element, such as a box

e GUI elements that are clicked or selected, such as menu
and list items, buttons, tabs, and check boxes

ltalic text Text emphasis
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Table 2 Document conventions (continued)

Convention

Element

Monospace text

File and directory names
System output
Code

Commands, their arguments, and argument values

Monospace, italic text

Code variables

Command variables

Monospace, bold fext

Emphasized monospace text

A  WARNING! Indicates that failure to follow directions could result in bodily harm or death.

A CAUTION: Indicates that failure to follow directions could result in damage to equipment or data.

®  IMPORTANT: Provides clarifying information or specific instructions.

NOTE: Provides additional information.

HP technical support

For worldwide technical support information, see the HP support website:

http://www.hp.com/support

Before contacting HP, collect the following information:

e Product model names and numbers

o Technical support registration number (if applicable)

e Product serial numbers

e Error messages

o Operating system type and revision level

e Detailed questions

HP websites

For additional information, see the following HP websites:

e http://www.hp.com

e  hitp://www.hp.com/go/ebs

o http://www.hp.com/qgo/connect

e http://www.hp.com/qo/storage

o http://www.hp.com/service locator

e http://www.hp.com/support/manuals

o http://www.hp.com/support/downloads

Documentation feedback

HP welcomes your feedback.

HP technical support

49


http://www.hp.com/support
http://www.hp.com
http://www.hp.com/go/ebs
http://www.hp.com/go/connect
http://www.hp.com/go/storage
http://www.hp.com/service_locator
http://www.hp.com/support/manuals
http://www.hp.com/support/downloads

50

To make comments and suggestions about product documentation, please send a message to

storagedocs.feedback@hp.com. All submissions become the property of HP.


mailto:storagedocs.feedback@hp.com

Index

A G
access permissions, 9 general tab (storage policy), 19
access rights, 13 gridstore, 33
AD authentication, 6
configuring, 6 H
audience, 48 help
authentication modes, 6 obtaining, 49
host(A) record, 8
B housekeeping, 34
backup HP
configure, 22 technical support, 49
running, 24 |
C index cache, 42
chunk size, 20
chunks, 26 J
CIFS server, 6 join domain, 7
CommVault Simpana
configuration setup, 5 L
description of, 5 library properties, 18
configuration setup, 5
configure M
AD authentication, 6 media agents, 35
backup, 22 MMC (Microsoft Management Console), 10
CIFS server, 6 mount paths (library properties), 18
conventions
document, 48 O
text symbols, 49 open file limits, 32, 47
create shares, 9 -
D paths, 35
data aging, 32 Pointer(PTR) record, 8
Data center to data center disaster recovery, 42
data path configuration tab), 21 R
deduplication, 15, 24 related documentation, 48
device allocation, 35 replication, 38
device streams, 20 restore, 27
disaster recovery, 41 retention settings, 16
discover NAS CIFS share, 14 ROBO disaster recovery, 41
disk library, 14, 35 round robin, 21, 33
DNS, 8 run
document backup, 24
conventions, 48
related documentation, 48 S
documentation storage policy, 19
HP website, 48 symbols in text, 49
providing feedback, 49
domain, 7 T
tape offload, 44
E technical support
EZ operations, 14 HP, 49
service locator website, 49
F text symbols, 49

Forward and Reverse lookup zones, 8



U

user authentication, 6

W
websites

HP , 49

product manuals, 48
writers, 18

52  Index



	Integration with CommVault Simpana® 9
	Contents
	1 Introduction
	Configuration Setup

	2 Configure the D2D CIFS server
	More about authentication modes
	Configuring AD Authentication Mode
	To join a domain
	To create shares and grant access permission


	3 Discover the NAS CIFS share in CommVault
	Storage policy

	4 Backing up to and restoring from a D2D NAS Share
	Configure a backup to the D2D NAS share
	Perform the first backup
	Restore from HP D2D NAS share

	5 Other considerations
	Ensuring you do not exceed D2D maximum open file limits
	Data Aging Scheduling in CommVault Simpana 9.0
	GridStore (Alternate Data Path) setup
	D2D housekeeping configuration

	Device allocation
	Multiple Media Agents and secondary mount paths
	Shared access disk libraries
	Paths


	6 D2D NAS replication
	7 End to End Disaster Recovery Process
	End to End Recovery – ROBO Scenario
	End to end recovery – data center to data center
	Recover CommServe at Site B
	Recover site production data

	Data center to data center with physical tape offload at DR site
	More Information


	A Terminology
	B Open file limits and recommended streams per NAS share for D2D Backup Systems
	About this guide
	Intended audience
	Related documentation
	Document conventions and symbols
	HP technical support
	HP websites
	Documentation feedback

	Index

